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Abstract— In Cloud Computing, load balancing is key to the maximization of profit as load imbalance leads to excessive power 
consumption and inefficiency in terms of computational power. Load Balancing goes in two directions: firstly, it is required to distribute tasks 
across Virtual Machines; and secondly, to efficiently place Virtual Machines on physical servers or physical machines such that resource 
and energy consumption is minimized. This paper proposes a new Virtual Machine Placement algorithm: ‘Best-Fit Virtual Machine 
Placement Algorithm’. This algorithm computes tasks resource demands, models a Virtual Machine that fits those demands, and places the 
Virtual Machine on a physical server that has the minimum remaining resources that is large enough to accommodate such a Virtual 
Machine. This technique ensures that resources are not over-utilized nor are they under-utilized. Simulated Data was obtained using 
CloudSim and Microsoft Visual Studio’s C#.NET was used to experiment and test the performance of this algorithm side-by-side its 
counterparts: ‘Multi-Objective Ant Colony System Virtual Machine Placement Algorithm’, ‘Max-BRU’ and ‘Enhanced Firefly Algorithm’. The 
result of this experiment shows that the proposed ‘Best-Fit Virtual Machine Placement Algorithm’ is not only efficient but competitive. 

Index Terms— Best-Fit, Cloud Computing, Load Balancing, Virtual Machine Placement   

——————————      —————————— 

1 INTRODUCTION                                                                     

ny system providing access to processing power, storage, 
software, or other computing services via the internet is 

referred to as a Cloud [1]. Typically, a cloud could be Platform-
as-a-Service (PaaS), Infrastructure-as-a-Service (IaaS), or Soft-
ware-as-a-Service (SaaS). The services provided by the cloud 
are on rental basis – clients pay as they use any of these ser-
vices. This, of course, is a great idea but it accompanies with it 
its own challenges. The major issue faced with cloud compu-
ting is traffic and this is caused mainly by load imbalance. The 
technique for handling load imbalance is called Load Balanc-
ing. Load balancing is a method used for distributing work-
load on multiple computers or a computer cluster through 
network links to achieve optimal resource utilization which 
maximizes throughput and minimizes overall response time 
[2]. Load Balancing goes in two directions: Task Scheduling; 
and Virtual Machine (VM) placement [3] [4] [5] [6] [7] [8] [9]. A 
VM abstracts a physical machine (PM) via some software 
means (e.g. processor speed, memory capacity, and disk size).  
Some approaches for solving VM placement problem are: 
Constraint Programming; Stochastic Integer Programming; 
Bin Parking; and Genetic Algorithms [6]. The problem with the 

aforementioned approaches is that they lack direct implemen-
tation on the cloud infrastructure. This research proposes an 
algorithm called “Best-Fit VM Placement Algorithm”. See Sec-
tions 2 and 4 for a brief review of the algorithm and for de-
scription of the algorithm respectively.  

Section 3 of this work covers ‘SYSTEM MODEL’, Section 5 
presents ‘EXPERIMENTS AND EVALUATION’, Section 6 co-
vers ‘CONCLUSION’, and Section 7 is ‘REFERENCES’. 

2 LITERATURE REVIEW 
When a virtual machine is deployed on a host, the process 

of selecting the most suitable host for the virtual machine is 
known as virtual machine placement, or simply, placement. 
During placement, hosts are ranked based on the virtual ma-
chine’s resource requirements and the projected usage of re-
sources. Host ranking also take into consideration the place-
ment objective: either resource maximization on distinct hosts 
or load balancing between hosts. The administrator selects a 
host for the virtual machine based on the host rankings [10]. 
Automatic Placement is the process used to automatically 
place a VM on the most suitable host. This occurs either in 
self-service or VM migration. In VM self-service, users’ VMs 
are automatically placed on the most suitable host in the self-
service host group. Automatic Placement is also possible in the 
drag-and-drop method which is used to migrate a VM to a 
host group in VM view. VM configuration files are moved to 
the volume judged to be the most suitable on the selected host 
during automatic placement. A few VM placement algorithms 
that address the same need but uses different approaches shall 
be reviewed in the following paragraphs. 

‘A Multi-Objective Ant Colony System Algorithm for Virtu-
al Machine Placement in Cloud Computing’ [8] is a load bal-
ancing algorithm which aims at optimal placement of virtual 

A 

———————————————— 
• Fale Mantim Innocent is with Federal College of Education, Pankshin, 

Plateau State, Nigeria. Email: thefmicorporation@gmail.com 
• Mwanret Alphonsus is with Federal College of Education, Pankshin, Plat-

eau State, Nigeria. Email: mwanretalphonsus @yaoo.com 
• Lar Nansel is with Federal College of Education, Pankshin, Plateau State, 

Nigeria. Email: larnansel@gmail.com 
• Edwin Freedom Titus is with Federal College of Education, Pankshin, 

Nigeria. Email: drumlineroyalbeat@gmail.com 
• Abdulmalik Dashe is with Federal College of Education, Pankshin, Nigeria. 

Email: abdulmalikdashe@gmail.com 

IJSER

http://www.ijser.org/
mailto:thefmicorporation@gmail.com


International Journal of Scientific & Engineering Research Volume 9, Issue 7, July-2018                                                                                           1581 
ISSN 2229-5518  
 

IJSER © 2018 
http://www.ijser.org 

machines. This is important for improving power efficiency 
and resource utilization in a cloud computing environment. Its 
goal is to efficiently obtain a set of non-dominated solutions 
(the Pareto set) that simultaneously minimize total resource 
wastage and power consumption [4] [8]. This algorithm is 
metaheuristic. It is inspired by the observation of real ant col-
onies and it is based upon their collective foraging behavior. 

‘A virtual machine placement algorithm for balanced re-
source utilization in cloud data centers’ [7] proposes an algo-
rithm called Max-BRU. This algorithm is based on multiple 
resource-constraint metrics that help to find the most suitable 
server for deploying VMs in large cloud datacenters. Its drive 
is that most algorithms consider a limited number of resource 
types, thus resulting in unbalanced load or results in the un-
necessary activation of physical servers [7]. 

‘Energy-efficient virtual machine placement using en-
hanced firefly algorithm’ is a load balancing algorithm. It ad-
dresses VM placement issues by proposing two meta-heuristic 
algorithms namely, the enhanced modified firefly algorithm 
(MFF) and the hierarchical cluster based modified firefly algo-
rithm (HCMFF) [3]. In this paper, [3] poses a claim that many 
algorithms lack the use of exploitation mechanism efficiently.  

‘Best-Fit VM Placement Algorithm’ is an automatic VM 
placement algorithm. The best-fit problem, like the knapsack 
problem, is a combinatorial optimization problem. This algo-
rithm makes use of tasks requirements to model a VM to exe-
cute such tasks. It chooses the maximum tasks CPUspeed, 
RAMcapacity, DISKsize, and NETbandwidth as requirements for VM. For 
each newly created VM, it gets all activated Physical Machines 
(PMs)
, 
iden-
tifies 
the 
PM 

with available processor/core and marks them as candidate 
PMs. It then chooses the PM that has the least available re-
sources that can match the requirements of the VM and then 
assigns the VM to such a PM. If no PM has resources to match 
the VM’s requirements, a new PM is activated and the process 
starts all over again. 

Let’s take a scenario to better understand the Best-Fit Vir-
tual Machine Placement Algorithm. There is one datacenter 
consisting of four PMs that have the same capacity and four 
tasks with varying requirements. The proposed algorithm is 
expected to: model a VM to execute these tasks; and automati-
cally place the VM on a PM such that resources are efficiently 
utilized. It is also assumed that PM1 is already executing three 
VMs with the following resource requirements: VM1 
<CPU1.5GHz, RAM200MB, DISK50GB, NET100Mbps>, VM2 <CPU2.5GHz, 
RAM100MB, DISK150GB, NET50Mbps>, and VM3 <CPU3.5GHz, 
RAM100MB, DISK200GB, NET50Mbps>. And PM2 is executing two 
VMs with the following requirements: VM1 <CPU1.0GHz, 
RAM100MB, DISK20GB, NET100Mbps> and VM2 <CPU1.5GHz, RAM50MB, 
DISK100GB, NET50Mbps>. The maximum tasks resource require-
ments is used to model the new VM resource requirement 
since this VM is to execute these tasks efficiently. Task 2 has 
the maximum CPU requirement; Task 2 has the maximum 
RAM requirement; Task 1 has the maximum DISK require-
ment; and Task 1 has the maximum network requirement. 
These resource requirements were used to model the VM to 
execute the four tasks (see Fig. 2). 

 
 
 

 

 

 

 

 
 

 
 

FIG. 1: DIAGRAM SHOW FOUR TASKS WITH THEIR RESOURCE REQUIREMENTS 
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FIG. 2: DIAGRAM SHOWING NEWLY CREATED VM USING MAXIMUM TASKS REQUIREMENTS 
 
The new VM requirement was tested against resource 

availability in accordance to the workability of the algorithm. 
PM1 and PM2 have been activated and are running 3 and 2 
VMs respectively. They both have Quad Core processors, 
meaning that PM1 still has one available core to execute an 
additional VM while PM2 has two available cores to execute 
two additional VMs. The capacity of each core is 3.5GHz 
which is the smallest available core/processor in the activated 
category but large enough to execute the VM. The resources 
being consumed by the VMs being executed on either ma-
chines is a simple summation of the VMs requirements ex-
cluding CPU and NET because a Core is either available or not 
while NET is a shareable resource. For PM1, the RAM being 
consumed by the 3 VMs amounts to 400MB while the DISK 

being consumed totals 400GB. Hence, the RAM, DISK, and 
NET capacity of PM1 is very sufficient to accommodate the 
requirements of the new VM. For PM2, the RAM being con-
sumed by the two VMs amounts to 150MB while the DISK 
being consumed totals 120GB. The RAM, DISK, and NET ca-
pacity of PM2 is also very sufficient to accommodate the re-
quirements of the new VM. The new VM is then placed on 
PM1 because it has the least available resources that are large 
enough to match the requirements of the VM (see Fig. 3). In 
Section 5, the proposed algorithm, alongside side its competi-
tive counterparts, will be subjected to more complex scenarios 
where a posteriori analysis will be performed in order to com-
pare results and ascertain the most efficient of them all. 
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FIG. 3: DIAGRAM SHOWING HOW NEWLY CREATED VM GOT PLACED ON PM1 
3 SYSTEM MODEL 

Task Model 

Definition 1 Each time a VM executes a task, the task 
does consume resources. This task resource consumption is in 
accordance with the availability of resources at its respective 
node (VM). 

Ti = <CPUspeed, RAMcapacity, DISKsize, NETbandwidth>          (1) 

Resource Model 
Definition 2 The resources required by each VM to exe-

cute  
tasks assigned to it is given by the relationship below. The 
CPUspeed, RAMcapacity, DISKsize, and NETbandwidth of the VM is the 

maximum requirement of the tasks assigned to such VM. 

VMiresource = 
Max(<TijCPUspeed,TijRAMcapacity,TijDISKsize,TijNETbandwidth>)    (2) 

4 BEST-FIT VM PLACEMENT ALGORITHM 

STEP 1: Sort task requirements (i.e. tasks to be executed by 
VM) in descending order of RAM, then DISK. 
STEP 2: Model a VM such that the resource requirement of 
task T0 becomes the resource requirement of the VM. (This is 
in conformance with Equation 2). 
STEP 3: For every newly created VM, do the following: 

 Get all activated PMs. 
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 Identify PMs with available processor/core to execute 
VM and call them candidate PMs. 

 Sort candidate PMs in ascending order of available 
RAM, then DISK. 

 Choose candidate PMi which has the least available 
resources that are large enough to match the require-
ments of the VM. 

 Assign VM to such PM. 
 If VM has no matching PM, activate new PM and go 

to step 3.1. 

STEP 4: For every completed task Ti, do the following: 
 Remove task from VM. 
 Repeat STEPS 1 to 4 until VM completes execution of 

all tasks. 

STEP 5: Remove VM from PM. 
STEP 6: Terminate algorithm. 

5 EXPERIMENTS AND EVALUATION 
5.1 Experimental Conditions for Runs 

The overall goal of this experiment is to determine the most 
efficient algorithm based on some predefined efficiency met-
rics. This entails the identification of the algorithm that allo-
cates a VM to a PM in the least possible time. In order to 
achieve this goal, a randomized selection of algorithms that 
are not necessarily of the same asymptotic time complexity as 
‘Best-Fit Virtual Machine Placement Algorithm’ was made. 
After these algorithms were implemented, a posteriori analy-
sis was conducted as an algorithm’s real performance might 
not really be determined by a priori analysis due to the differ-
ent performance metrics being considered. Fig. 4 presents the 
result of the experiment. 

5.2 Discussion of Results 

FIG. 3: AVERAGE VM PLACEMENT/RESPONSE TIME FOR ANT-COLONY, MAX-
BRU, FIREFLY, AND BEST-FIT ALGORITHMS 

From the chart in Fig. 4, the Best-Fit algorithm has the least 
Average VM Placement/Response Time followed by Max-

BRU, Ant-Colony, and Firefly algorithms in this respective 
order. By implication of this result, the ‘Best-Fit Virtual Ma-
chine Placement Algorithm’ is more efficient in terms of re-
source wastage and power consumption. In fact, the Average 
VM Placement/Respnse Time of the proposed algorithm is 
directly proportional to the number of VMs. 

6 CONCLUSION 

This paper introduced the ‘Best-Fit Virtual Machine 
Placement Algorithm’. This algorithm is easy to understand 
and implement. It is very efficient as it ensures that resources 
are adequately chosen to match the demands of VMs, hence 
resource wastage and power consumption, which are a func-
tion of load balancing are minimized. However, further re-
search is recommended. An introduction of Binary Search 
Trees will reduce the VM placement time. 
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